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This study aimed to develop and evaluate the Artificial Neural Networks (ANNs) settings to differentiate and estimate areas of soybean by employing the vegetation index with and without time series. Study area comprises the state of Paraná, South Brazil. The images used to process the ANN were Normalized Difference Vegetation Index (NDVI), Perpendicular Vegetation Index (PVI) and Enhanced Vegetation Index (EVI) indices, including Julian day 017 and Crop Enhanced Index (CEI), which were derived from time series MOD13Q1 product from MODIS sensor Terra satellite. The samples were demarcated into polygon soybean, non-soybean and others (mainly streams). ANN architecture was performed by the module classification employing Multi-layer Perceptron (MLP) artificial neural networks trained by using back propagation algorithm. CEI as a vegetation index with timed series discrimination of soybean areas, pixels with higher than 0.28 rates, proved to be equivalent to ANN to separate soybean areas. Kappa parameter of 0.40 and 0.34 for CEI index and ANN, respectively, it was found in mapped areas. The major and unique contribution of the current study for remote sensing in agriculture was to show that vegetation indices coupled with artificial neural network techniques may improve the results of crop mapping, especially in soybean areas.
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INTRODUCTION

It is important and necessary to monitor crops and other agricultural activities in the country, mainly because some cultivated areas are carried out by government agencies in subjective forms. In recent decades the emergence of
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remote sensing, particularly the orbital level, made it possible to monitor and track the spatial and temporal evolution changes in the Earth’s surface and began objective studied (especially with the use of vegetation indices). This was done with expectations on the remote sensing, and to meet the new methodological challenges for interpretation of low spatial resolution images. Also, in Brazil, there is no mapping for the soybean crop, only presentation of subjective numbers of agricultural areas.

Monitoring the Earth’s surface and vegetation dynamics by remote sensing techniques is highly important for agriculture. In fact, crop scientists have employed these techniques mainly to assess plant biophysical parameters (Bsaibes et al., 2009; Duveiller et al., 2011) and acreage estimates (Pan et al., 2012).

The systematic mapping of agricultural crops in Brazil is a challenge, mainly due to the large size of the country and wide variety of crops. The systematization of soybean crop is highly relevant to the country due to its economic importance.

Artificial neural networks (ANNs) are computational techniques that use mathematical models to assess several issues by simulating the neuron organization of the human brain. They are commonly referred to as artificial intelligence (AI) and their principle factor is based on taking decisions through learning techniques and acquiring knowledge experience indicated by a user, that is, learning, making mistakes and going on to new discoveries. As the nervous system is composed of several neurons, ANNs is also formed by units of small modules which simulate the neuron mechanism (Haykin, 2008).

Weights in ANNs depend on real inputs and on the internal state of the network so that they may produce models for learning patterns. This allows the use of algorithms in economic and statistical analysis. Since multilayer network is one of the most used, it will be applied in the current study for forecasting exertion.

Artificial neural networks classifiers have been successfully employed to solve several issues in agriculture, such as soybean flowering and physiological maturity (Elizondo et al., 1994), soybean prediction yield (Kaul et al., 2005), maize grain quality (Liao et al., 1993), classification of grains as seeds (Luo et al., 1999), and maize yield (Liu et al., 2001).

This study was carried out aiming to develop and evaluate ANNs settings to differentiate and estimate areas of soybean through a vegetation index, with and without time series.

**MATERIALS AND METHODS**

**Study area**

The study area comprises the state of Paraná, southern Brazil, between 22°29’ and 26°43’ S and between 48°20’ and 54°38’ W (Figure 1). The average altitude ranges between the highest, above 600 m (52% of the state’s landmass) and the lowest, below 300 m (3% of the state’s landmass). According to Köppen classification, the climate is characterized by three predominant types: Cfa (subtropical with well distributed rainfall during the year and hot summers); Cfb (subtropical with well distributed rainfall during the year and mild summers); Cwa (subtropical with hot summers and dry winters).

An early aspect that should be taken into account in the remote-mapping of soybean is its phenology as a progressive process. Therefore, the analysis of soybean cultivation involves the use of a time series of satellite images. To cope with this situation, the acquisition of images has been selected to cover the study area in different periods of the crop and to highlight the soybean temporal dynamics, while allowing a better distinction from other land cover classes.

**Data and equations of vegetation indices**

Values of Enhanced Vegetation Index, Equation 1 (EVI), MOD13Q1 product, tile h13v11, collection 5.0, composite by MODIS images of 16 days (Huete et al., 1997) from Terra satellite, with spatial resolution of 250 m, downloaded from USGS LP-DAAC, it were used. One of its most important features is displaying the same temporal resolution almost every day and producing images with 12-bit quantization in 36 spectral bands.

\[
EVI = \frac{\rho_{NIR} - \rho_R}{\rho_{NIR} + (\rho_R - \rho_B) + 1}
\]  

(1)

Figure 1. Study area corresponding to the state of Paraná, Brazil.
Table 1. Dates of MODIS images for the time series used from the soil preparation to the final stage of soybean.

<table>
<thead>
<tr>
<th>Julian day</th>
<th>Date</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>161</td>
<td>6/10</td>
<td>2010</td>
</tr>
<tr>
<td>177</td>
<td>6/26</td>
<td>2010</td>
</tr>
<tr>
<td>193</td>
<td>7/12</td>
<td>2010</td>
</tr>
<tr>
<td>209</td>
<td>7/28</td>
<td>2010</td>
</tr>
<tr>
<td>225</td>
<td>8/13</td>
<td>2010</td>
</tr>
<tr>
<td>321</td>
<td>11/17</td>
<td>2010</td>
</tr>
<tr>
<td>337</td>
<td>12/3</td>
<td>2010</td>
</tr>
<tr>
<td>353</td>
<td>12/19</td>
<td>2010</td>
</tr>
<tr>
<td>001</td>
<td>1/1</td>
<td>2011</td>
</tr>
<tr>
<td>017</td>
<td>1/17</td>
<td>2011</td>
</tr>
<tr>
<td>033</td>
<td>2/2</td>
<td>2011</td>
</tr>
<tr>
<td>049</td>
<td>2/18</td>
<td>2011</td>
</tr>
</tbody>
</table>

Wherein, \( \rho_{\text{NIR}} \), \( \rho_{R} \) and \( \rho_{B} \) are red and blue, respectively, in the spectral reflectance near-infrared; \( g \) - the gain factor (2.5); \( c_{1} \) and \( c_{2} \) - are the coefficients of correction for the atmospheric effects to red (6) blue (7.5), respectively; \( I \) - is the correction factor for soil interference.

NDVI = \( \frac{\rho_{\text{NIR}} - \rho_{R}}{\rho_{\text{NIR}} + \rho_{R}} \) \hspace{1cm} (2)

Where \( \rho_{\text{NIR}} \) and \( \rho_{R} \) are respectively the spectral reflectance in near-infrared and red.

All images, originally obtained in Hierarchical Data Format (HDF) and sinusoidal projection format; it was processed according to the development of automated batch routines. Consequently, data have been redesigned to coordinate Lat./Long., DATUM WGS-84 (World Geodetic System 1984) and automatically converted to GeoTIFF format. The corresponding time series dates used are shown in Table 1.

To calculate the Crop Enhancement Index (CEI), developed by Rizzi et al. (2009), the maximum and minimum EVI planting culture and vegetative growth were employed, respectively, and the corresponding dates in Table 1 were used.

The preference of these time intervals was based on the agricultural calendar of soybean in the state of Paraná, featuring top soil tillage (liming and fertilization), harvest and desiccation (late March) and the beginning of sowing (between October and November). CEI index was calculated from these values by Equation 3:

\[
\text{CEI} = g \ast \frac{(\text{MaxEVI} + S) - (\text{MinEVI} + S)}{(\text{MaxEVI} + S) + (\text{MinEVI} + S)}
\] \hspace{1cm} (3)

Where: MaxEVI = maximum EVI at maximum development of the crop; MinEVI = minimum value of EVI observed in pre-planting and/or emergency; \( S \) = coefficient of enhancement (10\(^2\)); \( g \) = gain factor (10\(^2\)).

The value of CEI index (Rizzi et al., 2009) varies between [-1] and [+1], which allows scanning large positive differences respectively between maximum and minimum EVI observed along the soybean crop period. High CEI values indicate, as reflectance pixel, a high probability of soybean. The index is treated individually with time series and exclusive use for pattern recognition of soybean. However, it was used in the ANNs preparing to verify their integrity in soybean contribution patterns. ANNs is therefore composed of indexes with and without time series.

Perpendicular Vegetation Index (PVI) was calculated (Equation 4) for MODIS image 017 Julian day to mitigate reflectance of soil. In fact, soil is present in soybean early stages, causing a spectral mixture. For PVI execution, regressions of soil line were performed by spectral bands of red and near-infrared, following Nanni and Dematté (2006).

\[
PVI = \frac{\rho_{\text{NIR}} - a \rho_{R} - \rho_{N}}{\sqrt{1 + a^2}}
\] \hspace{1cm} (4)

Where \( a \) and \( b \) are the slope and intercept of the soil line, respectively, which feature band \( \rho_{\text{NIR}} \) as the dependent variable.

The images used for ANNs processing were NDVI, PVI and EVI indices, both Julian day 017 and CEI index, derived from time series MOD13Q1 product from MODIS sensor Terra satellite. Julian day 017 was used because on that day the soybean fields of Paraná are at their maximum vegetative vigor, thus we could obtain their maximum reflectance.

Artificial Neural Networks (ANNs)

ANNs training comprised the methodology processes described by Andrade et al. (2013). The definition of samples and their spectral signatures, ANNs architecture and training definition, network application and the achievement of the classified map were thus performed. Samples were then defined: Soybean, non-soybean and other land uses. IDRISI Selva platform merely recognized two classes and presented an error in the final classification map.

All ANNs process was performed in IDRISI Selva platform...
developed by the Graduate School of Geography, Clark University. The platform provides resources for environmental management and natural resources by employing time series or changes, decision analysis by multiple criteria and uncertain analysis. Three classifiers were implemented for the ANN module: Multi-layer perceptron (MLP), Self-organizing map (SOM) and Fuzzy ARTMAP.

The use of artificial neural networks in agriculture human vision for trial training assumes an important role. Visual selection in the form of polygons in creating swatch processes is an example of such judgments. Samples of training polygons are important because it has strong links with the final yield, that is, it works in the perception of identifying plots of agricultural areas, reflectance, and texture, among others.

Between 50 and 65 polygons of various sizes were defined and selected in this segment to provide better details of the areas where soybean was being cultivated. Samples in soybean polygons, non-soybean polygons and other uses (mainly grasses) were defined for the process. Spectral thresholds of each image were then defined by the Makesig module, which consists of extracting spectral information from each image based on selected samples. With regards to the ANNs architecture, the classification module by artificial neural networks, type Multi-Layer Perceptron (MLP), it was performed. Output layer elements were defined by the number of classes to be demarcated in the image. In this case, they comprised three nodes with identified values in the making of the samples and processed by Makesig module. Certain tests were deployed for layer quantities, number of neurons per layer and activation function so that the best configuration of the architecture for soybean crop mapping could be identified.

Artificial neural networks were trained by employing backpropagation algorithm (Haykin, 2008). Backpropagation refers to the method of calculating the sum gradient according to the function of the quadratic error related to weights for a feed-forward network. The latter is a simple but effective application to the chain rule of elementary calculus. It is therefore assumed that there are \( n \) classes, \( m \) neurons in the hidden layer and one neuron in the output layer, as shown in Figure 2.

Backpropagation learning algorithm is essentially a optimization method able to find the weight coefficients and thresholds for the neural networks and the given training set. The network should be constituted by neurons behavior described by Equation 5.

\[
y = S \left( \sum_{i=1}^{N} w_i x_i + \Theta \right)
\]

Where \( y \) is the non-linear output function, \( S \) is defined by Equation 6.

\[
S(\varphi) = \frac{1}{1 + e^{-\varphi}}
\]

Where \( \varphi \) determines the curve steepness in the origin of coordinates. Input and output values are assumed to be in the range \([0, 1]\). In the following formulas, the parameter \( o \) denotes the output layer, \( h \) the hidden layer, and \( i, j \) the indexes. Index \( i \) catalogs output neurons and the index \( j \) their inputs. This means \( i \)-th neuron output of the hidden layer and means the weight connecting \( i \)-th neuron of the output layer and \( j \)-th neuron of the previous hidden layer.

Heuristic method was employed for this step by varying the training configuration of the following parameters: Learning rate, momentum rate, number of training samples (pixels) and repetitions. When the network is trained, the distinction of classes is undertaken and identified as soybean and non-soybean to generate the final classified map.

The performance of artificial neural networks settings were evaluated with Root Mean Square Error (RMSE), prediction accuracy and Standard Error of Prediction (SEP). Furthermore, the coefficient of correlation \( (r) \) between the predicted and outputs, coupled with the slope and intercept of the linear regression model, it was also employed. RMSE was calculated by Equation 7.

\[
RMSE = \sqrt{MSE} = \sqrt{\frac{SSE}{n - p}}
\]

Where \( n \) is the number of observations; \( p \) is the number of parameters to be estimated; \( SSE \) and \( MSE \) are the sum of quadratic errors and mean square error, respectively.

Neurons between adjacent layers that define the neural networks structure (Figure 2) are not completely bonded because a specific entry (or all of them) affects each output.

For example, the first exit, that is \( h_5 \) (V5, \( y \)), for the proposed neural networks is a function of four inputs, as shown in Equation 5. A hyperbolic sigmoid tangent transfer function with Equation 8 is applied to the hidden and output layers.

\[
f(x) = \frac{2}{1 + e^{-2x}} 1
\]

Experimental protocol, statistical analysis and field samples

Having the images processed and applying the appropriate classifiers, thematic maps of soybean areas were generated. The complete process of placements and their respective processes are shown in Figure 3.

The evaluation of quality thematic maps, vegetation index (CEI) and artificial neural networks (ANNs) was achieved by using a completely independent set of sample points. This approach was adopted since all rating processes could be evaluated by such method.

A GPS device, Trimble GeoExplorer 2008 Series, it was used for an independent samples set. The state of Paraná was covered and coordinates containing soybean crops, totaling 172 sites, detailed
Figure 3. Flowchart of the methodology used to generate the thematic maps.

by green points in Figure 1. Non-soybean sites were collected by a
qualified expert through a visual interpretation of a time series from
MODIS images (Freitas et al., 2011). The 346 points distributed
throughout the area were generated randomly and independently.
The size of this set of samples may be considered satisfactory
according to Congalton and Green (2009).

The quality of the classification was assessed quantitatively by
the coefficients of Overall Accuracy (OA) and Kappa index (κ)
(Equations 9 and 10, respectively), both derived from the confusion
matrix (Congalton and Green, 2009). Further, errors and accuracy
from the point of view of producers and users were taken
(Antunes et al., 2012; Johann et al., 2012). These measurements provided a
better assessment of the final classification of soybean areas.

\[
OA = \left( \sum_{i=1}^{k} x_{ii} \right) / N
\]

\[
κ = \frac{N \sum_{i=1}^{k} x_{ii} - \sum_{i=1}^{k} \left( x_{i+} - x_{+i} \right)}{N^2 - \sum_{i=1}^{k} \left( x_{i+} - x_{+i} \right)}
\]

Where: κ = estimated Kappa; k = number of rows; \( x_{ii} \) = number of
observations in row \( i \) and column \( i \); \( \sum_{i=1}^{k} x_{ii} \) = the sum of the matrix
elements on its main diagonal; \( x_{i+} \) = total sum of observations for
lines; \( x_{+i} \) = total sum of observations for columns ; \( N \) = total
number of observations.

With the given rates and under the hypothesis of equality between
two ratios arising accuracy of different classifications (κ1 = κ2), the
statistical test was performed by Equations 11 to 13.

\[
Z = \frac{\hat{κ}_1 - \hat{κ}_2}{\sqrt{\sigma^2(\hat{κ}_1) + \sigma^2(\hat{κ}_2)}} \sim N(0,1)
\]  

(9)

\[
Z = \frac{\hat{κ} - κ}{\sqrt{\sigma^2(κ)}} \sim N(0,1)
\]  

(10)

\[
\sigma^2(κ) = \frac{1}{n} \left[ \frac{θ_1(1-θ_1)}{(1-θ_1)^2} + \frac{2(1-θ_1)θ_2(θ_2-θ_1)}{(1-θ_2)^2} + \frac{(1-θ_1)^2(θ_1-4θ_2)^2}{(1-θ_2)^4} \right]
\]  

(11)

\[
\sigma^2(κ) = \frac{1}{n} \left[ \frac{θ_1(1-θ_1)}{(1-θ_1)^2} + \frac{2(1-θ_1)θ_2(θ_2-θ_1)}{(1-θ_2)^2} + \frac{(1-θ_1)^2(θ_1-4θ_2)^2}{(1-θ_2)^4} \right]
\]  

(12)

\[
\sigma^2(κ) = \frac{1}{n} \left[ \frac{θ_1(1-θ_1)}{(1-θ_1)^2} + \frac{2(1-θ_1)θ_2(θ_2-θ_1)}{(1-θ_2)^2} + \frac{(1-θ_1)^2(θ_1-4θ_2)^2}{(1-θ_2)^4} \right]
\]  

(13)
Table 2. Confusion matrix of classifications for different methods to estimate soybean area and their respective rates of κ and OA parameters.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Soybean</th>
<th>Non-Soybean</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybean</td>
<td>75</td>
<td>07</td>
<td>82</td>
</tr>
<tr>
<td>Non-Soybean</td>
<td>97</td>
<td>167</td>
<td>264</td>
</tr>
<tr>
<td></td>
<td>172</td>
<td>174</td>
<td>346</td>
</tr>
<tr>
<td>ANNs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybean</td>
<td>67</td>
<td>08</td>
<td>75</td>
</tr>
<tr>
<td>Non-Soybean</td>
<td>105</td>
<td>166</td>
<td>271</td>
</tr>
<tr>
<td></td>
<td>172</td>
<td>174</td>
<td>346</td>
</tr>
</tbody>
</table>

Where:

\[
\theta_1 = \frac{\sum x_{ij}}{n}; \theta_2 = \frac{\sum x_{ij} x_{ij}^2}{n^2}; \theta_3 = \frac{\sum x_{ij} (x_{ij} + x_{ij}^2)}{n^2}; \theta_4 = \frac{\sum x_{ij} x_{ij} (x_{ij} + x_{ij}^2)}{n^3}.
\]

Finally, the estimated soybean area was compared with that provided by the Automatic Recovery System (SIDRA) of the Brazilian Institute of Geography and Statistics (IBGE), a parameter to check the mapping evaluation. This step could only be performed for the 2010/2011 harvest, since the agency has yet not published the soybean-sown areas for each municipality.

RESULTS AND DISCUSSION

When analyzing the data obtained by the methods used in the estimates of soybean areas (CEI and ANN), we found that classifications were equal to Z test reference for the Kappa (κ) and Overall Accuracy (OA) parameters (Table 2). However, the classification by artificial neural networks (ANN) had a lower κ rate, probably caused by a user on neurons training, that is, in the selected polygons. The κ rate shows the conformity of the classification obtained.

Kappa index has advantages over the Overall Accuracy parameter because it incorporates all the elements of the error matrix, objects classified correctly or not. Moreover, κ assesses thematic accuracy since it is more sensitive to changes caused by accuracy mistakes from users and producers and evaluates the spatial coincidence between two situations. Also, regarding the OA, accuracy score stretched to 70%. According to Foody (2002), an accuracy score index over 85% is desirable. Score rates for OA were lower than those considered desirable for CEI index and ANN.

CEI index was actually expected to be equal by Z test with regard to ANNs result because the index was part of the MLP’s input layer.

The κ, evaluating the agreement or disagreement between classifications, ranged between 0.34 (ANN) and 0.40 (CEI) (Table 2) and is of a reasonable quality (κ>0.21 and 0.81) according to the classification described by Landis and Koch (1977). Therefore, thematic maps, generated for the soybean crops, mainly when CEI is employed, approached field reality. Rates were even more significant when compared with studies that used the same sensor, albeit with other methodologies. For instance, Lamparelli et al. (2008) obtained Kappa parameter between 0.60 and 0.80 when they estimated soybean crops with MODIS data.

Therefore, classifiers evaluation showed that those based on pixel by pixel structure, for example, ANNs which requires sample acquisition by the user, it have more refined and highly accurate results. Further, combination with CEI improved results since it took into account pixel values in the classification. In other words, assigned class depends on the observed value of the pixel.

The error from producer’s and user’s point of view was used to measure the accuracy of each category (soybean and non-soybean) (Table 3) through the analysis of errors inclusion and omission in ratings (Antunes et al., 2012). When producer’s and user’s data errors (inclusion and omission, respectively) were analyzed, it was underpinned that the lowest value for the inclusion error class for soybeans was obtained by CEI index, with a 0.56 error, whereas the error of omission was 0.08 for the same class. This sums up to the fact that 56% of areas classified as 0.92% soybean crop area actually belonged to that class (Table 3). Rudorff et al. (2007), estimating soybean with MODIS in the state of Rio Grande do Sul (Brazil), obtained 76.17% parameters from Overall Accuracy and 0.503 for Kappa. Pax-Lenney and Woodcock (1997) considered the above a good performance. Thus, producer’s error occurs when an object is included in the class to which it does not belong and user’s error occurs when an object is deleted from the class it belongs to (Johann et al., 2012).

On the other hand, regarding to the non-soybean class (Table 3), the value obtained in the producer’s error by CEI and ANN, 0.04 and 0.05 respectively, should be
Table 3. Producer’s and user’s accuracy point of view with regard to matrix errors for soybean and non-soybean class constructed from images.

<table>
<thead>
<tr>
<th>Analysis method</th>
<th>Producer’s Accuracy</th>
<th>User’s Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soybean</td>
<td>CEI 0.44</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>ANN 0.39</td>
<td>0.89</td>
</tr>
<tr>
<td>Non-Soybean</td>
<td>CEI 0.96</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>ANN 0.95</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 4. Settings used to perform tests for artificial neural networks for the discrimination of soybean areas.

<table>
<thead>
<tr>
<th>Settings</th>
<th>Pixel</th>
<th>Hidden layers</th>
<th>Neurons 1º Layer</th>
<th>Neurons 2º Layer</th>
<th>Rate of learning</th>
<th>Momentum</th>
<th>Iterations</th>
<th>RMS Train.</th>
<th>RMS Test</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1515</td>
<td>1</td>
<td>6</td>
<td>-</td>
<td>0.01</td>
<td>0.55</td>
<td>10000</td>
<td>0.2896</td>
<td>0.2903</td>
<td>83.32</td>
</tr>
<tr>
<td>2</td>
<td>1473</td>
<td>1</td>
<td>7</td>
<td>-</td>
<td>0.01</td>
<td>0.50</td>
<td>10000</td>
<td>0.2796</td>
<td>0.2832</td>
<td>85.01</td>
</tr>
<tr>
<td>3</td>
<td>1457</td>
<td>1</td>
<td>8</td>
<td>-</td>
<td>0.01</td>
<td>0.55</td>
<td>10000</td>
<td>0.3008</td>
<td>0.2991</td>
<td>82.16</td>
</tr>
<tr>
<td>4</td>
<td>1518</td>
<td>2</td>
<td>10</td>
<td>6</td>
<td>0.01</td>
<td>0.50</td>
<td>10000</td>
<td>0.2602</td>
<td>0.2738</td>
<td>83.23</td>
</tr>
<tr>
<td>5</td>
<td>1463</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>0.01</td>
<td>0.55</td>
<td>10000</td>
<td>0.2664</td>
<td>0.2651</td>
<td>85.52</td>
</tr>
</tbody>
</table>

enhanced. The same may be said with regard to user’s accuracy since the value reached 0.39, with the consequent underestimation of soybean ratings and an increase in non-soybean estimates.

Similar results for both ratings were probably due to the fact that, different from other classifiers, techniques took into account other attributes rather than the mere spectral response of each pixel. Different attributes are taken into account within the space in which targets are inserted from the sampling process. However, in the non-soybean ratings, a small difference was detected between CEI’s and ANN’s errors since the number of spectral mixing was somewhat generalized for the classifiers.

Determining the number of neurons is the most fundamental problem in neural networks learning, since there is no general rule in the literature that accurately pinpoints the precise ANNs number of neurons to solve a given problem (Hippert and Taylor, 2010). In addition, there are practically no scientific researchers employing ANNs for soybean area studies. Table 4 shows the settings used for testing in an attempt to get a network that would best classify images and highlight the architecture with the best results. ANNs implementation featured a processing time ranging between 10 and 15 hours.

Setting 2, an artificial neural network with 7 neurons in a single hidden layer, it was the architecture with the best performance. Other defined parameters were a set of 1473 pixels by category for the test and training set; A 0.01 learning rate; a 0.5 momentum factor to enhance network convergence. The limit of 10,000 iterations or 0.0001 root mean square error (RMSE) of 0.0001 was established as ANNs training stopping criterion. The ceasing of ANNs training occurred by the number of iterations of the backpropagation algorithm, with the rate of 0.2796 for RMSE for data training and 0.2832 for the test data.

Although setting 2 achieved 85.01 precision rates, or rather, the highest setting chosen, the architecture failed to perform satisfactorily the distinction between soybean and non-soybean class (that is other land uses) when analyzing the final result of the classification. This fact may be due to the great number of layers, more than it was necessary, which caused difficulties in network converging.

Table 4 shows that the neural networks had a better performance with one hidden layer, with the variation in the number of neurons in layer and in the pixel set. Intermediate layers presuppose error estimates which, if in great amounts, lead to network convergence problems. Results obtained in greater areas of soybean revealed that an increase in the number of pixels of the training and test set, the network produced better results with a number of neurons of the first layer, varying between 6 and 10. In smaller areas, the network with the best results also had a small number of neurons in the intermediate layer. The greater the number of neurons in the layer, the greater the complexity of the network and the greater its range in terms of possible solutions (Hippert and Taylor, 2010).

Kappa and Overall Accuracy rates obtained by ANNs classification may have been impaired by environmental factors that affect the image’s spectral pattern, such as variations in the phenological stage, vegetative vigor, plant spacing and nearby crops. In other words, due to mean spatial resolution of MODIS/Terra images (that is,
Figure 4. Training and test error for the respective configurations used in artificial neural networks.

Table 5. Estimated soybean areas (hectares) in mesoregions of the state of Paraná, Brazil.

<table>
<thead>
<tr>
<th>Mesoregion</th>
<th>CEI</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northwest</td>
<td>118,060.84</td>
<td>91,782.00</td>
</tr>
<tr>
<td>Western center</td>
<td>274,906.94</td>
<td>319,579.23</td>
</tr>
<tr>
<td>North central</td>
<td>369,490.52</td>
<td>475,709.53</td>
</tr>
<tr>
<td>North pioneer</td>
<td>109,441.89</td>
<td>116,620.91</td>
</tr>
<tr>
<td>Eastern centre</td>
<td>104,039.44</td>
<td>160,931.76</td>
</tr>
<tr>
<td>West</td>
<td>505,982.16</td>
<td>379,364.49</td>
</tr>
<tr>
<td>Southwest</td>
<td>33,220.42</td>
<td>32,063.27</td>
</tr>
<tr>
<td>Central south</td>
<td>132,288.35</td>
<td>104,406.60</td>
</tr>
<tr>
<td>Southeast</td>
<td>40,302.95</td>
<td>52,039.74</td>
</tr>
<tr>
<td>Metropolitan</td>
<td>19,823.58</td>
<td>11,914.92</td>
</tr>
<tr>
<td>Total</td>
<td>1,707,557.08</td>
<td>1,744,412.45</td>
</tr>
</tbody>
</table>

Figure 4 illustrates the training progress of an MLP in training and test error. It shows the number of learned patterns versus formation of iterations. The total number of learned patterns was 10,000. In the case of setting 2 learning (Table 4), the parameters were much more conservative as to the formation of training and error tests (Figure 4b). In the case of less than 10,000 times of training iteration, the RMSE for test data was reduced to less than 0.50 and stabilized at this level (Table 4 and Figure 4).

Quantified results in hectares for soybean crop were generated for each municipality under analysis. Table 5 limits itself to the mesoregions in the state of Paraná; the limitations of current paper make it unfeasible to list the great number of municipalities (399 in total). When compared with official Brazilian data (SIDRA/IBGE), the two techniques (ANNs and CEI) had a performance than lower expected (Figure 8). In the Z test analysis, all techniques used showed that values did not present a 95% probability statistical significance and equality when compared to κ parameters generated by the ratings. This result demonstrates that Table 5 data underestimated the true ground conditions.

Soybean areas estimated in Table 5 showed similarity between CEI and ANN classifications but varied on the underestimation of indexes predicted by official data (SIDRA/IBGE). The same occurred with estimates studies on soybean areas in the state of Maranhão, Brazil, where Silva Junior et al. (2014), using the CEI index, obtained underestimates when comparing government data. Convergence of official Brazilian data with those estimated in current study had been expected (Figure 7) since current analysis has been based on objective methods (statistical) with the use of satellite images, with a spatial resolution of 250 m, contrary to those by
SIDRA/IBGE, which have been obtained subjectively by interviews with producers, meetings with technicians to check sampled planting intentions and amount of inputs sold for the harvest.

However, objective methods also bring uncertainties. They are only confirmed by reliable reality-collected data. Overestimation or underestimation with regard to official data has been proven in several scientific studies by remote sensing techniques in the estimation of agricultural areas (Xiao et al., 2002; Peng and Gitelson, 2012; Wu and Li, 2012). Thus, it may be perceived that the reliability of a given mapping obtained by satellite images is greater when it comes to higher spatial resolution, and thus with increasing details. However, reported results have a great potential for estimating agricultural areas cultivated with soybean, especially in very vast areas. This is a highly positive fact since MODIS sensor data images are not only free (http://modis.gsfc.nasa.gov/), but feature an area of 2,330 km as width, circular orbit, near-polar, helio-synchronous, with a temporal resolution of 1 to 2 days, so that the probability of receiving images free of clouds is increased and favors the mapping of summer crops.

The relationship of artificial neural networks in agriculture, mainly soybean crop, and the mapping of agricultural areas are still scarce, although their use by several researchers can be highlighted. Andrade et al. (2013) identified coffee areas in the state of Minas Gerais, Brazil, where TM/Landsat-5 images were used with ANN-type Multi-layer Perceptron (MLP). The same authors found the method satisfactory with automatic mapping of ANNs. The evaluation of the efficiency of artificial neural networks for classifying land use can be confirmed in a study by Chagas et al. (2009) on levels of pasture degradation obtained by remote sensing imagery.

Figure 5 shows the map of soybean plantations classified by ANN and CEI. There is a similarity between the estimated spatial distribution of soybean areas in CEI and ANN classification. Since classifiers provided underestimation (Table 5), they presented more intensely the colored areas as potential soybean plantation areas. The methodological techniques demonstrated and evaluated relevant potential use for soybean mapping. It may thus supplement state and federal agencies in official surveys of the crop, detailing data for each municipality and furnishing agricultural statistics with even greater rapidity.

In addition to quantitative analysis, a map of disagreements was also produced (Figure 6). It is a thematic map containing pixels which ANNs classifiers labeled the soybean class differently from that by CEI index. The map of disagreement submitted a total of 147.42 pixels, representing 36,855.37 ha, with pixels featuring divergent classification.

Although the Perpendicular Vegetation Index (PVI) lies at ANNs entrance, with decreasing soil effect in its calculation, a spectral mixture of pixels may still be perceived. Figure 6 shows intense divergences in the southern region of the state and in the coastal areas due to the inherent spectral mixture of these pixels and to the
reflection of sand that makes the CEI assigned as soybean for the high reflectance pixels.

The mapping behavior of soybean areas of the state of Paraná (Brazil) conducted by CEI index and ANN is shown in Figure 6. Similarity between the areas mapped by two methods and their distribution throughout the state may be perceived. CEI map (yellow) reported up to 69,669.82 ha in a single municipality, whereas ANNs (black) features a maximum area of 61,000.00 ha of soybean plantations. The advantage of using ANNs with input PVI for the elimination of soil (soil line (Nanni and Demattê, 2006)) in its index should be enhanced. In fact, the coast areas (metropolitan mesoregion) are totally devoid of any soybean plantations. Such confusion occurred because of CEI index and its use of EVI in its calculation.

Figure 7 shows municipal areas obtained by CEI and ANNs (Figure 7a and b, respectively) and their relationship with the data obtained by Brazilian official agencies (Brazilian Institute of Geography and Statistics - IBGE). Although ANNs showed inferiority in Kappa values (Table 2) when compared to CEI index, the rates in
hectares per municipality had a higher consistency with the data from official organ (R² = 0.6266).

Conclusions

This study describes the mapping of soybean areas with artificial neural networks with the implementation of vegetation indices. ANNs provides a new setting method with the aid of an experienced analyst to automate the mapping and the discrimination of soybean plantations in Brazil. The number of input variables of the network is not limited to training, just by changing ANNs configuration. We investigated four widely used vegetation indices, including NDVI, EVI, PVI and CEI, in the soybean area estimation study. The Crop Enhancement Index (CEI) is a technique of vegetation index with time series for discrimination of soybean areas (pixels with values greater than 0.28), it showed equality with ANNs performance in distinguishing the soybean areas. The criterion for ANNs setting featuring superiority in soybean mapping extended the limit of 10,000 iterations or the root mean square (RMS) of 0.0001 to stop the number of iterations of the backpropagation training algorithm with RMS 0.2796 for the training data and 0.2832 for test data. This current study approves MODIS images for the analysis of soybean areas in Brazil since the difficulty is to obtain pictures totally free of clouds. The major and unique contribution of this study for remote sensing in agriculture was to show that vegetation indices combined with the techniques of artificial neural networks could improve the results of crop mapping, especially regarding the soybean plantations. Also, we verified the effectiveness of mapping as a source of information for government agency for real statistical knowledge of the agricultural areas.
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